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Abstract – One of the major components of any enterprise IT infrastructure is data storage. There has been continuous effort to explore new 

storage technologies to improve performance with respect to input/output operations, data availability, consolidation of storage assets and data 
protection and archiving. Storage has moved from the traditional Direct Attached Storage (DAS) to Network Attached Storage (NAS) and now 
to Storage Area Networks (SAN). Traditional storage subsystems like Server Attached Storage (SAS) and Network Attached Storage (NAS) use 
disks directly attached to servers over a Small Computer Systems Interface (SCSI) bus. However, these have limited capabilities keeping in view 
the rapidly expanding storage needs. The SAN technology holds great promises to be used for enterprises where issues like data availability, 
serviceability, consolidation of storage and reliability are major concerns. It can provide high speed data transfer with many other storage 
services, backboned with a high speed Fibre Channel (FC). Storage-area networks are also more popular and efficient way of building large 

storage systems both in an enterprise environment and for multi-domain storage service providers. SAN design and implementation requires 
careful analysis before SAN can be used as an enterprise storage solution. 
In this paper we provide an overview of SAN technology from the view point of building large storage systems in an enterprise environment. 
We also discuss on return on investment (ROI) which can justify the adoption of SAN in an enterprise. Further, it compares two specific 
technologies, namely, FC SAN and IP SAN. In the sequel different design considerations are made to recommend suitable SAN 
implementations in order to meet the requirements of any enterprise.   
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INTRODUCTION 

Storage technologies are the backbone of modern business 

and need constant update and upgrade in order to meet 

customer demands. Due to the explosion of internet and e-

commerce, a tremendous amount of data has been created 

and made available to users. In addition to this, new type of 

data such as images, audios and videos have been stored and 
integrated with applications and databases, further 

accelerating the demand for storage capacity. In recent 

years, storage area networks (SANs) have been gaining 

widespread adoption in enterprise datacenters and are 

proving effective in supporting a range of applications 

across a broad spectrum of industries [1].  Majority of IT 

professionals across a range of corporations, government 

agencies, and universities have deployed storage area 

networks in their organizations. Some of the common 

applications include online transaction processing in finance 

and e-commerce, digital media production, business data 

analytics, and high-performance scientific computing.   
 

Storage area networks are popular in enterprise datacenters 

and are commonly adopted to support the storage needs of 

data-intensive applications. SAN architecture is quite an 

attractive choice for parallel clustered applications which 

demand high-speed concurrent access to a scalable storage 

backend [2]. Such applications commonly rely on a 

clustered middleware service to provide a higher-level 

storage abstraction such as a file system GFS (Global File 

System), OCFS (Oracle cluster file system), GPFS(General 

Parallel File System) or a relational database (Oracle RAC) 
on top of raw disk blocks. SANs aim to provide fully 

decentralized access to shared application state on disk and 

in principle, any SAN-attached client node can access any 

piece of data without routing its requests to a dedicated 

server.  
 

A SAN is a networked high-speed infrastructure 

(subnetwork) that establishes direct access by servers to an 

interconnected group of heterogeneous storage devices such 

as optical disks, RAID arrays, and tape backups, which are 

effective for storing large amounts of information and 

backing up data online in e-commerce, online transaction 

processing, electronic vaulting, data warehousing, data 

mining, multimedia Internet/intranet browsing, and 

enterprise database managing applications [3]. SANs 

provide additional capabilities (fault tolerance, remote 

management, clustering, and topological flexibility) to 
mission-critical, data-intensive applications.  

STORAGE AND STORAGE MODELS 

There are three storage models commonly used in the 

storage industry to provide customized storage devices 
manufactured by various companies [4]. The three common 

storage models are Direct Attached Storage (DAS), Network 

Attached Storage (NAS) and Storage Area Networks (SAN). 

Figure 1 depicts these basic storage models.  

a. Direct-attached storage (DAS): DAS is a block device 

from a disk which is physically (directly) attached to 

the host machine. User must place a file system upon it 

before it can be used. Technologies to do this include 

IDE, SCSI, SATA, etc. This storage could be 

physically internal or external to the host system and 

typically not shareable with other host systems. This 
method does not use any network and thus is unable to 

share data with other computer (on the storage level).  
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b. Network attached storage (NAS): Network attached 

storage uses storage that is connected to a dedicated 

server and linked with a local area network (LAN) for 

shared access. An important concept behind NAS is 

the ability for a client or host system to access storage 

and data over the network that physically is attached to 

a host system or network file server.  NAS network 

users centrally share storage, with limited scalability 

[5]. Technologies to do this include NFS, CIFS, AFS, 

etc. 

Advantages of NAS 
a) Storage sharing between multiple host systems 

b) Data sharing between multiple hosts and operating 

systems 

c) Overcome distance limitations using networking 

techniques 

d) Simpler management by reducing duplicate data 

and storage 

e) Application based storage access at file level 

 

 

Figure 1. Basic Comparison of DAS, NAS and SAN 

c. Storage area network (SAN): Storage area networks 

use an isolated high speed network, usually 

interconnected with fibre channel. Heterogeneous 

storage devices (HDD, Tape, Laser Disks) are 

connected externally with block level data transfer 

(Figure 2). SAN normally provides high speed data 

transfers in three different ways: Server-to-storage, 

Server-to-server and Storage-to-storage [6]. Storage 

Area Networks (SAN) is a term generally associated 
with Fibre and can mean different things to different 

people. To some a SAN is a Fibre Channel switch, to 

others a SAN is for backup; others see a SAN as 

anything with two or more hosts systems using Fibre 

Channel.  

Advantages of SAN 

a) Storage sharing between hosts 

b) High performance applications 

c) LAN-free backup 

d) Overcome distance issues 

e) Server and storage consolidation 
 

 

 

Figure 2. SAN high-level Architecture 

SAN STORAGE INFRASTRUCTURE 

REQUIREMENTS 

Today there are two protocols available for building block-

based SANs, FC and iSCSI. Both protocols use SCSI 

commands generated by the file systems of the servers. 

These SCSI commands are converted by the iSCSI or FC 

protocol so that those can move through a network to and 

from centralized disk storage systems where the commands 

are executed. In case of FC the network equipment is 
specific to the protocol and in case of iSCSI the network 

equipment type is anything that will handle IP packets (1GB 

Ethernet is the most popular one). 

SAN Components: 

a. FC: FC is a technology designed for very high 
performance low-latency data transfer among various 

types of devices. The FC protocol is based on the SCSI 

protocol and makes use of the common SCSI 

command set over the FC protocol layer [7]. The FC 

protocol may be implemented both over optical fibre as 

well as copper cable. 

b. FC Switch: An FC switch provides multiple 

simultaneous interconnections between pairs of ports 

with the resultant increase in total bandwidth. FC 

switches are used to implement FC fabric 

interconnection. 

c. FC Hub: An FC hub is used to implement the FC 
Arbitrated Loop (FC-AL) protocol. Hubs pass signals 

arriving from one port to the next port in the loop. It is 

up to the devices to intercept and process signals 

addressed to them. 

d. FC Arbitrated Loop (FC-AL): FC-AL is an FC 

topology that provides a solution for attaching multiple 

communication ports in a loop. In an FC-AL, 

communication is not broadcast as it is in architectures 

like Ethernet. Instead it is transmitted from one device 
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to the next with each device repeating the transmission 

around the "loop" until the data reaches its destination 

[8]. The devices arbitrate for access to the loop before 

sending data. 

e. Fabric: A „fabric‟ is a network of FC switches 

providing interconnectivity and scalability. It is used to 

describe a generic switching environment. With a 

fabric the bandwidth is not shared. 

f. Host Bust Adapters (HBA): An HBA provides the 

interface between a server and the SANs network. 

Every HBA has a corresponding device-driver, which 
handles the I/O and control requests. The HBA 

connecting a server to a SAN may be an FC HBA (for 

an FC based SAN) or an iSCSI HBA (for an IP based 

SAN). Some of the latest HBAs may have the support 

for both FC and iSCSI. 
 

 

Figure 3. Basic SAN Storage Components 

Storage Subsystem: 

a. Small Computer Systems Interface (SCSI): This is a 

parallel interface standard used for attaching 

peripherals (including disk drives) to a computer. SCSI 

enables faster data transmission rates compared to 

other popular interfaces like IDE, serial and parallel 

ports. In addition to this, many devices can be attached 

to a single SCSI port. Server grade systems and SAN 

storage boxes invariably use SCSI disk drives. 
b. Redundant Array of Inexpensive Disks (RAID): This is 

a mechanism for providing disk fault tolerance. Five 

types of RAID architectures have been defined. They 

are RAID-1 through RAID-5. Each provides disk fault-

tolerance and offers different trade-offs in features and 

performance. In addition to these five redundant array 

architectures, it has become popular to refer to a non-

redundant array of disk drives as a RAID-0 array. 

Possible approaches to RAID include hardware RAID 

and software RAID [9]. Internal hardware RAID 

solutions involve presence of a RAID controller inside 

the server. In external hardware RAID solutions, the 
hardware RAID controller and the disk drives are 

housed separately from the server in a high-availability 

external RAID enclosure. The external hardware RAID 

controller-based storage system may be attached 

directly to the SAN. 

c. Just a Bunch of Disks (JBOD): This refers to a set of 

disks that has not been configured into a RAID array 

but can be used as if they were a single volume. This 

can be used for applications, which require more 

storage space than that offered by the disks 

individually. 

Gigabit Interface Converters (GBIC): 

This is a removable transceiver. It interconverts electrical 

and optical signals for high-speed networking. GBICs are 

used in all types of FC devices including switches and 

HBAs. Initially targeted to support FC data networks, the 

GBIC standard was quickly adopted for use with Gigabit 

Ethernet installations as well. By providing hot-swap 
interchangeability, GBIC modules give net administrators 

the ability to tailor transceiver costs, link distances, and 

configure overall network topologies to meet their 

requirements. 

Internet SCSI Protocol (iSCSI): 

Protocols like iSCSI enables deployment of a SAN over 
conventional Ethernet based network. The iSCSI protocol 

uses TCP/IP as its network transport protocol and is 

designed to leverage TCP/IP for block storage needs. 

However, there are a few challenges in the acceptance of 

iSCSI as the SAN interconnect [10]. TCP/IP has 

traditionally been tuned to favour short and bursty user 

transmissions as against large and continuous data transfer 

requirements of storage. However, several vendors have 

announced their support for use of iSCSI to reduce the 

processor overhead. Once this overhead becomes 

comparable to that of FC, iSCSI would present itself as a 
competitor of FC. 

FC-iSCSI Gateway (SAN Gateway): 

In a heterogeneous SAN containing both FC and iSCSI-

based devices, an FC-iSCSI gateway provides the 

internetworking of iSCSI devices with FC devices. The 

gateway maps selected iSCSI devices into the FC SAN and 
selected FC devices into the IP SAN. 

SAN Management Software: 

A SAN management software, as the name suggests, assists 

in the management of the SAN environment. The tasks of 

any typical SAN management software include discovery 

and mapping of storage devices, switches, and servers; 
monitoring and alerting on discovering devices and logical 

partitioning and zoning of the SAN. With increase in the 

number of vendors providing SAN products, the complexity 

in SAN environments has increased tremendously. This has 

made the management of a SAN extremely challenging as a 

good SAN management tool is expected to perform well in a 

multi-vendor heterogeneous SAN environment. 

DESIGN CONSIDERATIONS FORARCHITECHTING 

A SAN 

There are typically two kinds of SAN architectures, which 

are currently popular and gaining ground. These are: FC-

based SAN & IP-based SAN [11]. 
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A SAN can be deployed in two ways: using Fiber Channel 

or the IP way. The first is called FC-SAN while the second 

is IP-SAN. IP-SAN can also mean the network built with 

iSCSI as the protocol. 

 

a. FC-SAN: In an FC-SAN the file I/O is between the 

application and the file-system, which talks to the 

volume manager, which in turn makes block I/O to the 

storage device. The file-system and the volume 

manager (if any) are on the server and the storage has 

the RAID and the disks. The Figure 5 shows the high 
level architect of FC-SAN and IP-SAN. 

b. IP-SAN: The basic components of the system are the 

same, but here the application makes the file I/O to a 

file-system which is outside the server and the block 

I/O now happens within the storage between the 

volume manager and the RAID [12]. 
 

 

Figure 4. High Level Architecture of FC-SAN and IP-SAN 

Traditionally, FC-SAN has been considered to be difficult 

and IP-SAN easy to deploy. FC-SANs are coming up with 
management tools, which make deploying FC-SAN 

relatively simple and vendors on IP-SAN making their 

devices faster and faster so that there is little distinction on 

what can run on IP-SAN and on FC [13]. But to date IP-

SAN deployments are extremely simple and easy to deploy, 

manage and provide some exceptional recovery methods. 

 

Traditional SAN is based on Fiber Channel Framework for 

which IP-SAN is an alternative. IP-SAN is usually over 

Gigabit Ethernet (GbE) and it represents a new generation of 

networked storage. It is a combination of the best attributes 
of Fiber-Channel SANs (FC-SAN) as well as NAS. These 

include functionality and scalability, ease-of-deployment 

and ease-of-use. IP-SAN provides virtually all the 

competence of Fiber-Channel SAN and NAS devices 

combined at a lower cost. 

 

The issues related to Fiber Channel are expense, complexity, 

and interoperability, which are absent in IP storage. IP can 

take advantage of common network, hardware and 

technologies which makes IP-SAN less complicated to 

deploy than Fiber Channel. As its name suggests, IP SAN is 

built on top of IP, making deployment relatively easy and 
quick. 

 

IP-SAN's iSCSI (Internet SCSI) network is a complete 

alternative solution to Fiber Channel. There are other 

alternatives, which offer hybrid solutions and can be used to 

either extend the existing Fiber Channel frameworks or to 

migrate from them to an IP storage network, namely iFCP 

(Internet Fiber Channel Protocol) and FCIP (Fiber Channel 

over IP). IP-SANs present a good option for SMBs on the 

storage centralization front, i.e., when they want to 

consolidate their storage from distributed DAS systems. 

Combination of six cost-effective and high performance 

technologies, essentially make the IP-SANs. These are 
iSCSI, GbE switches, Serial ATA (SATA) hard disk arrays, 

Linux or similar open source OS kernel, virtual LANs 

(VLAN), and Cat 6 cables. The IP-SAN storage solutions 

are convenient and cost effective for an enterprise. It has the 

capability of switching protocols and share files across 

multiple application environments without storage 

infrastructure changes [14]. This solution also facilitates 

simple, rapid backup, and restoration of damaged or 

accidentally deleted files and databases. 

KEY CONSIDERATION BY ENTERPRISE TO 

MIGRATE TOWORDS SAN STORAGE 

In a business environment, effective information 

management requires various factors to be considered before 

the design and deployment of SAN [15]. The decision to 

adopt SAN is based on a number of factors such as: 
a) Size of the organization‟s IT infrastructure 

b) Data Location and Inter-connectivity 

c) Total Cost Ownership and Return on Investment 

d) Disaster Management and Backup/Restore 

e) Manageability and High Availability of Data 

f) Performance and Monitoring 

g) SAN Security related issues 

Size of the organization’s IT infrastructure” 

If the organization is small (20 servers or fewer) or where 

data management, application performance, or backup is not 

currently a problem then there is no need to use a SAN. 

There are certain types of servers that should not be 

included in a SAN. Such servers are usually better off 

staying on their internal disk drives; they don‟t benefit from 

SAN-based storage. The following types of servers do not 

require a SAN [16].  

 
Web servers: Computers set up as Web servers don‟t usually 

have large storage needs; they are usually connected to 

larger servers that run the databases from which Web pages 

are automatically built. Although Web servers are good 

candidates for NAS, database servers can make better use of 

SAN disks. 

 

Infrastructure servers: Server applications that handle the 

chores of network infrastructure - such as Domain Name 

Servers (DNS), Windows Internet Naming Servers (WINS), 

and Domain Controllers (DC, PDC) - are better left on the 
server computers‟ internal disks. They don‟t need a lot of 

disk space, and their performance requirements are minimal. 

 

All desktop PCs: Personal computers are not good SAN 

candidates because they usually connect to corporate servers 

for any applications that require high performance. Those 

corporate servers, however, could use a SAN. 
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Servers that require less than 10GB of storage: Internal 

storage is cheaper than SAN storage. If your server has no 

performance problems and will never need more than 10GB 

of storage space, leave it alone. 

 

Servers that don’t need fast access to data: If performance 

is already quite acceptable and you don‟t mind maintaining 

the server separately, don‟t bother hooking it up to a SAN. 

 

Servers that have to share files: Such servers are better off 

connected to a Network Attached Storage (NAS) server. 
NAS servers store and transfer data as files, and not blocks 

of data, so they don‟t need the high-speed Fibre Channel 

protocol used in a SAN. NAS devices are best for file-based 

uses such as user home directories and shared documents. 

Data Location and Inter-connectivity: 

Storage devices and server deployment should be based on 

the specific requirements for data location. The important 

issue in the design of SAN topology is the placement of 

storage system with respect to servers accessing the storage. 

The interconnectivity can be done in any of the three ways:  

one-to-one, many-to-one, and many-to-many. The storage 

libraries should be selected as per available capacity based 

on the storage requirement analysis. The devices should 

have redundancy so that failures can be handled in a better 

way. As an example, in RAID technology mirroring is done 

at the disk level to prevent heavy data loss. Interconnectivity 

is based on the data location and distance from workstations. 
Fibre channel gives block level access so that data transfer 

can be high, which is one of the primary factors in adopting 

SAN as enterprise storage. 

Total Cost Ownership and Return on Investment: 

In TCO analysis, various costs are calculated as per business 
requirements. There are two types of costs, hard and soft. 

Hard costs include total purchase cost, total administration 

costs, and total utilization costs, and soft costs include 

storage availability and cost per downtime hour. The 

installation costs are also included along with storage 

personnel salary [17]. The ROI is calculated based on the 

amount spent, calculated from the TCO. In order to get the 

perfect ROI for SAN deployment, three models can should 

be analyzed: Payback Period (PP), Internal Rate of Return 

(IRR), and Net Present Value (NPV). The simplest way to 

analyze the ROI is given in the following formula:  

 
ROI = (Sum of all Income – Sum of all Investments) / Sum 

of Investments 

Disaster Management and Backup/Restore: 

SAN provides centralized backup activity carried out in a 

secured environment; SAN backup tends to be highly 

reliable and redundant [18]. The backup strategies need to 
be developed with customized guidelines which include 

periodicity of backup, backup method and many more. The 

disaster recovery management (DRM) system is an 

important part of safeguarding business data against any 

unexpected disasters. DRM involves processes such as (1) 

analysis of the business requirement (2) formulating the 

DRM team (3) defining the DRM policy and procedure (4) 

developing the detailed DRM plan and activities (5) 

implementing and updating the DRM plan. 

Manageability and High Availability of Data: 

Data availability refers to how reliably data is stored for 

day-to-day operations. The preventive maintenance of all 

SAN equipments keeps it alive for long times and reduces 

the failures of devices. Administrators must carve up the 
storage space into segments that are only accessible to 

specific users. SAN management should be done by 

specialized personnel who are skilled in storage activities; 

SAN personnel should be involved from the beginning of 

SAN implementation including installation and 

configuration [19]. 

Performance and Monitoring: 

In SAN deployment, performance analysis involves the 

analysis of Bandwidth (storage bandwidth, disk, SCSI or 

FC), Throughput (the amount of work performed by a 

component or system over unit time), Delay (wait time 

induced by contention within a system), Latency –(amount 

of time between the initiation of an action and the actual 

start), Response time (time it takes to finish a given storage 

operation), Scalability (ability of a SAN to grow without 

adversely affecting its services), Reliability (the degree to 

which a given computing component produces consistent 
results), and Availability (the degree to which a SAN keeps 

running within acceptable performance limits and without 

any unrecoverable failures). Monitoring records all the 

activities that are accessing data and the time at which this 

occurs. Monitoring helps auditors analyze the system from 

the security perspective. 

SAN Security related issues: 

SAN security is the group of parameters and settings that 

makes storage resources available to authorized users and 

trusted networks and unavailable for others. Storage Area 

Networks security comprises of many methods and 

approaches that are linked together to achieve the highest 

level of security for stored data. Storage Area Networks is 

one effective technology for organizations that need 

confidentiality, integrity, scalability, availability, and high 

performance storage solutions [20]. Since SAN holds 

mission critical data which is very vulnerable to attackers, it 
needs multi-factor considerations to address security issues. 

Effective storage management should implement five basic 

areas of security in each level of SAN, namely, Storage 

Array Volume Access Control, Volume Access Control on 

the HOST, Device Configuration Access Control, Storage 

Management, Software Access Control and Proactive 

Detection of Access Violation, and Auditing and Logging. 

The five broad categories are further individualized into 

Access Control (Zoning & LUN masking, Intrusion 

Detection System (IDS), Cryptography (CFS, SFS & EFS), 

Authentication and Authorization, Fibre Channel Security, 

and Security by SAN Management Software. 

KEY REASONS FOR ADOPTING SAN STORAGE 

There could be many benefits in adopting a SAN. Some of 

the significant ones are enumerated below: 
a) Storage consolidation 

b) Serverless backup 

c) Better utilization of storage facilities 

d) Scalable storage 

e) Improved fault tolerance and DR capacity 

f) Centralized management 
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g) Interoperability between diverse systems 

Storage Consolidation: 

With the traditional storage model, administrators have to 

manage multiple storage devices. Backup for each of these 

storage devices is also a cumbersome process. Consolidation 
of these individual storage entities could solve many of such 

problems. The centralised, consolidated storage environment 

provided by a SAN provides for easier management of data 

compared to a DAS environment.  

Serverless Backup: 

Serverless backup allows disk storage device to copy data 
across the high-speed links of the SAN directly to a backup 

device without any intervention of the server. Data is 

confined to the SAN boundaries and the clients get 

uninterrupted access to the server resources. As the tape 

library in a typical Centralised Backup System may be used 

to backup data from several different servers, the speed of 

backups can be improved. This is a result of data potentially 

being inter-leaved on the tape from several sources, 

sustaining the tape drive at its maximum streaming 

operating efficiency [21]. The utilisation of tapes may also 

be improved by this sharing of tapes from many sources, 
leading to reduced numbers of tapes being needed and also 

fewer tape drives to backup a given amount of data. A large 

tape library will essentially operate in unattended mode with 

the minimum of human intervention. A sufficiently large 

tape library will enable cycles of backup tapes to be kept in 

the library for longer periods e.g. a full week or even a 

month or longer, avoiding the need to physically fetch tapes 

from the fireproof safes for restores. Clone copies of tapes 

for safe keeping in fireproof safes should still be made, so 

some operational effort to remove tapes from the library for 

storage in a fireproof safe will still be needed. However, 
considerable operational efficiencies will be achieved and 

the CBS element alone of any SAN Business Case should 

produce substantial savings by rationalisation of 

backup/restore activities. 

Better Utilization of Storage Facilities: 

With SAN, one may improvise storage as per the 
requirements, thus considerably increasing the utilization of 

storage. In the traditional storage model, even though there 

may have plenty of vacant space on a storage drive attached 

to a server, it may not be possible to make use of the same 

for another system, which has run out of storage space. SAN 

storage is centralized which means that the new hardware 

procurement for centrally managed systems will require 

little or no local disk provision. For major corporate systems 

and large server environments, this achieves a significant 

cost saving. Furthermore, in those HE/FE establishments 

with large numbers of servers run by local departmental IT 

support personnel (outside of the central IT service), further 
cost savings can be made through server consolidation 

(reducing the total number of servers needed) across the 

entire HE/FE establishment. This could be achieved by 

removing the need for departments to host, operate and 

manage their own servers for file or email provision. An 

additional cost saving can be achieved by being able to 

redeploy some staff effort currently assigned to manage 

these departmental servers. A SAN would permit central IT 

providers to offer “managed storage” to users across the 

campus. Disk space could be made available on the SAN 

through central high-availability clustered servers. This 

would maximise the “economies of scale” benefit of 

deploying a SAN.  

Scalable Storage: 

A SAN allows for “pay as you grow” storage scalability, 
pro-active storage planning and non-disruptive 

growth/reconfiguration.  Extra disks can be purchased at any 

time and added to the total storage provision. Configuration 

utilities allow for that storage to be „presented‟ to any host 

that requires space. Free space can also be re-assigned as 

necessary. Typical sites find that up to half of their disk 

space is unused (not allocated) and in hardware terms alone 

(i.e. not including maintenance and administration) 

substantial savings in purchase costs could be made. While 

individual resources and servers have a restriction on the 

number of storage and interconnected units they can attach, 
a SAN is not affected by such constraints, leading to a 

higher scalability. 

Improved fault tolerance and DR capacity: 

Integration with a disaster recovery solution or a replication 

solution also becomes easier, as with a SAN, the challenge 

is confined to looking for solutions only for an integrated 
and consolidated storage space rather than a scattered and 

distributed storage space. The enhanced disaster recovery 

capability of a SAN would lead to increased availability 

giving the potential for significant staff productivity savings. 

It is very difficult to cost accurately the effect of server or 

system downtime; therefore some sites may not be able to 

include downtime reduction as a tangible benefit in their 

cost/benefit analysis. However, it should then be highlighted 

as a major intangible benefit in the business case if actual 

costs savings cannot be accurately determined. 

Centralized Management: 

Centralized management can enhance staff productivity as 

well as reduce total cost of ownership through intelligent 

storage management (only one storage dedicated team 

performing the work of many systems administrators), 

economies of scale (purchasing terabytes of disk space in 

one go rather than lots of small disk sub-systems), cheaper 
hardware (servers no longer need individual disks and 

expensive RAID controllers), centralised (and shared) 

backup and restore architecture. Centralised management 

will also facilitate common standards in storage 

management according to an institutional storage policy 

(e.g. standards in disk allocation, levels of fault-tolerance, 

scalability, utilisation and back up/recovery mechanisms 

across the institution). This should also assist sites with 

disaster recovery and security audits. 

Interoperability between diverse systems: 

Disparate computer platforms can share the SAN as their 

common mass storage system. The SAN would then provide 

a totally heterogeneous environment, enabling cross 

platform functionality (e.g. between UNIX, PC and other 

operating systems) for activities such as file and print 

serving, database hosting, high-performance computing 

needs etc. In fact, new developments allow systems to boot 
directly from a SAN; servers would then require no local 

storage whatsoever. This could then possibly allow “spare” 

servers to be kept that are able to be allocated to any of 

several operating systems in the event of a server failure. 
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APPLICATIONS AND FILESYSTEMS DESIGNED 

FOR A SAN 

These are different newer applications which are specially 

designed for SAN capabilities: 

Cluster applications: 

Cluster applications are created by tying a group of servers 

together via a fast network and then allowing those servers 

to access the same disks‟ storage where the application is 

installed. This allows highly scalable and available 

applications; if one of the servers fails, another server in the 

cluster can pick up where the first one left off. Some GRID 

computing applications are examples that need a SAN 
storage. Common cluster applications are IBM HACMP, 

Solaris Cluster 3.0 or above, Compaq/HP TruCluster, Oracle 

Failsafe Cluster, Oracle Real Application Clusters,  

Microsoft Cluster Server (MSCS), HP MC/Serviceguard 

Clusters, and Novell Netware Cluster Services [22]. 

SAN backup/restore applications: 

SAN-based backup software is optimized for using SAN 

hardware. The backup software includes intelligence that 

takes advantage of what SAN offers [23]. When using SAN 

backup software, a user can back up data directly over the 

SAN to a tape drive, which makes backup run much faster. 

Common backup software that has this capability includes 

Veritas NetBackup, Tivoli Storage Manager, Veritas 

Backup, CA ARCserve with the SLO option, Legato 

NetWorker, and CommVault. 

Virtualization software solutions: 

Server virtualization hardware and software such as 

VMware, Virtual Iron, Microsoft Hyper-V, Egenera, and 

others need the disk-sharing capability of a SAN (especially 

fail-over for applications between physical servers), and 

they also gain from the performance benefits that a SAN has 

to offer. 

File systems for SAN: 

Many cluster designs require a Shared File System, so 

cluster members can work with the same data files at the 

same time. SAN provides Shared Disks, but SAN itself does 

not provide a Shared File System [24]. Cluster File Systems 

can be used to build Shared File Systems using SAN. There 

are many cluster file systems available in the market, such 
as IBM Global Parallel File system, RedHat‟s Global File 

system and VERITAS cluster file system etc. [25] 

Table 1. Cluster File System products from various vendors and supported 

platforms 

 

CONCLUSION AND FUTURE WORK 

Information plays a vital role in business continuity. The 

growth of business is based on the effective management of 

its valuable information in today‟s information era. SAN is 

one promising solution to provide reliability, scalability and 

high information availability for instant access. To increase 

productivity, meet customer demand, and to be a leader in 
industry, any organization must ensure that its data is 

reliably stored and available as and when access is needed. 

SAN provides dynamic storage solution for the enterprise 

business requirements and needs careful analysis before 

design and its deployment. In order to implement SAN, 

requirement analysis is to be carried out and the SAN 

capacity planning is to be done to ensure that the proposed 

SAN solution never runs out of space for the business 

requirements under consideration.  

 

In this article, we have discussed on various storage 
networking solutions, from the traditional direct-attached 

storage, to NAS to FC-Based SAN to IP-Based SAN. We 

have provided a comparative view of the capabilities of 

SAN technology as compared to the previous storage 

architectures. We have also analyzed the functions of 

various components that make up a SAN. This study can be 

useful for enterprises in order to effectively design and 

deploy SAN in their respective business contexts. 

 

In future we plan to compare the performance of iSCSI with 

FCIP and iFCP in order to bring out the benefits and 

drawbacks of the architectures. We also propose to  develop 
an impact analysis framework with various SAN planning 

tools in order to provide better design and suggest 

appropriate system policies for any given design 

requirements. We shall also study how SAN can be 

judiciously connected to different networks such as WAN, 

LAN etc. in order to address the ever-growing storage 

requirements of different enterprises. 
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